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Introduction

Prediction of clinical behaviour and treatment for cancers is based on the integration of clinical and pathologic
parameters. Recent reports have demonstrated that gene expression profiling provides a powerful new approach for
determining disease outcome [3, 4, 6]. Although the studies showed the ability to predict disease outcome based on
gene expression data, they also revealed a limited accuracy in the derived predictions. This may not be surprising,
since microarrays are restricted to measuring the RNA abundance within cells. Many important post-translational
events may not be reflected in microarray measurements. To exploit the full power of microarray techniques for
medical applications, it will be necessary to integrate the data from microarrays with various other information.
Here we have used existing clinical information and microarray data to generate a combined prognostic model which
achieves a significantly improved accuracy of outcome prediction for diffuse large B-cell lymphoma (DLBCL).

Construction of prognostic modules

If clinical and microarray data each contain independent information then it should be possible to combine
these data sets to gain more accurate prognostic information. To test the hypothesis that clinical and microarray
data contain independent information, we constructed two separate prognostic models for DLBCL using the clinical
information and microarray data published recently by Shipp et al. [4]. For the clinical model, the hitherto standard
International Prediction Index (IPI) for DLBCL was converted into a Bayesian classifier based on the five-year
survival rates in the original IPI clinical study [5]. The clinical prognostic model achieved an overall accuracy of
73.2%.

For the microarray-based predictor, we used an evolving fuzzy neural network (EFuNN) classifier for adaptive
supervised learning [2]. For the 56 (of 58 samples) for which the IPI classification was present, we used the same
pre-processing, gene selection and testing procedure (leave-one-out validation method) as in Shipp et al. [4]. The
microarray-based predictor achieved an accuracy of 78.5% which was slightly better than that of the previously
used support vector machines [4].
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Figure 1. Venn-Diagram of overlapping sets of samples correctly predicted by the microarray-based predictor C1 and
by the IPI-based clinical predictor C2. It shows that the predictions are complementary in 19 of 56 cases: 11 samples
are correctly classified only by the microarray-based predictor, whereas 8 samples only by the clinical predictor.
Altogether, 52 samples are predicted correctly by at least one predictor setting an upper threshold (92.9%) for the
accuracy of the combined model.

Independence of prognostic modules

Basic set theory demonstrates that the two constructed predictors are partially complementary (Fig. 1). The
independence of the predictors can be assessed by the calculation of their mutual information I :

I(x, y) =
∑

x,y

R(x, y) log
2

R(x, y)

P (x)Q(y)
≈ 0.05

where x, y are predictions by the EFuNN and clinical predictor (0 for class “cured”, 1 for class “fatal”), P (x), Q(y)
are probability distributions for the predictions and R(x, y) is the joint probability of both predictors. The two
variables x, y are statistically independent if the mutual information I is zero. Thus, the calculation of I shows the
surprising result that the clinical prognostic model is statistically independent of the microarray-based predictor
even though several of the IPI risk factors were considered biological surrogates of underlying molecular mechanisms
and were expected to be correlated with gene expression in the tumor [2, 4].

Modular prediction system

To exploit the complementary nature of the two prognostic models, we constructed a hierarchical modular system
combining both predictors (Fig. 2). The model parameters (α, β1, β2) were optimized by error-backpropagation,
and the accuracy recorded using the leave-one-out method. Our combined model achieved an improved accuracy
of 87.5%. An analysis of the combined model showed that both microarray data and clinical information were
required for improved prediction accuracy. Stratification of the samples into clinical subgroups according to their
IPI value demonstrated that the two predictor modules differed in their ‘areas of expertise’. The IPI risk groups
‘Low’, ‘Low-Intermediate’ and ‘Intermediate-High’ were weighted towards the microarray-based predictor, while
the ‘High’ risk group was weighted towards the clinical predictor for the final outcome prediction of the combined
model. Interestingly, the SVM approach used by Shipp et al. as well as our neural network method classified the
samples with IPI ‘High’ incorrectly. This indicates that the molecular basis of DLBCL for this group of patients
might differ from patients in other IPI risk groups.

Conclusions

Integration of information from a variety of sources and the construction of complex models in molecular
biology and medicine are major challenges in the advancing post-genomic era. Although considerable research
has been undertaken on tumor classification based on microarray data or on clinical data, this is the first study



IPI

EFuNN
Bayesian

Classifier

Cured Fatal

Combined

Prediction

1-

11-

21

2

Cured / Fatal

Decision layer

Class unit

layer

Predictor

module

layer

1-

Figure 2. Three-layered hierarchical model for combination of microarray-based and clinical predictors: The first
layer (Predictor module layer) consists of independently trained predictor modules; the second layer (Class unit

layer) integrates the weighted predictions of both predictors for classes ‘cured’/‘fatal’; the third layer (Decision layer)
produces the final prediction based on the weighted sum of the outputs of class units. Model parameter α balances
possible class bias, whereas β1 weights the predictions from both modules for class ‘cured’ and β2 for class ‘fatal’,
respectively.

focusing on the combination of clinical and microarray prediction systems. Our analysis demonstrates that the
integration of microarray data with previously established clinical parameters can considerably improve disease
outcome prediction. This result may lead to new possibilities of incorporating microarray techniques into clinical
practise. The concept of combining predictors based on different sources of information is not restricted to the
data analysed here, but generic. The inclusion of other types of clinical and molecular data is possible and may
be favourable for personalizing patient care.
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